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Common algorithms learned from streaming data assume an unchanged feature 
space. Unfortunately, this assumption does not hold in many streaming tasks.
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Feature Space Changed!

This process will repeat again and again.

We only need to focus on one cycle and it is easy to 
extend to the case with multiple cycles.

• For 𝑡 = 1,… , 𝑇1 − 𝐵, the learner observes 𝑥𝑡
𝑆1 ∈

ℝ𝑑1 sampled from 𝑆1; 
• For 𝑡 = 𝑇1 − 𝐵 + 1,… , 𝑇1, the learner observes 

both 𝑥𝑡
𝑆1 ∈ ℝ𝑑1 and 𝑥𝑡

𝑆2 ∈ ℝ𝑑2 from 𝑆1 and 𝑆2, 
respectively;

• For 𝑡 = 𝑇1 + 1,… , 𝑇1 + 𝑇2, the learner observes 

𝑥𝑡
𝑆2 ∈ ℝ𝑑2 sampled from 𝑆2;

• Note that 𝐵 is small, so we can omit the streaming 
data from 𝑆2 on rounds 𝑇1 − 𝐵 + 1,… , 𝑇1 since 
they have minor effect on training the model in 𝑆2.

The baseline is to apply online gradient 
descent on every feature space.

First, when new features just emerge, there are few data samples and thus, the training samples might be insufficient to train a strong model. 
Second, the old model of vanished features is ignored, which is a big waste of our data collection effort.
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5. Experiments

ReuterSynthetic

Real
We want to emphasize that we collected one real dataset (e.g., 
RFID) by ourselves since the required datasets are not widely 
available yet.

For synthetic datasets, FESL-s outperforms other methods 
on 8 datasets, FESL-c gets the best on 5. Our methods can 
follow the best baseline method or even outperform it.

For Reuter datasets, FESL-c outperforms other methods on 
17 datasets, FESL-s gets the best on 9. Our two methods can 
take the advantage of NOGD and ROGD-f and perform 
better than them.

Datasets:  

Compared Methods:  

NOGD: OGD algorithm will be invoked from scratch.
ROGD-u: the algorithm utilizes the classifier learned from feature 
space 𝑆1 to do predictions on the recovered data, keeps updating.
ROGD-f: resembles ROGD-u, but do not update.

E1, The Trend of Loss:  E2, The Accuracy Results:  

We present the trend of average cumulative loss. At each time 𝑡′, the loss ҧ𝑙𝑡′ of every 

method is the average of the cumulative loss over 1,… , 𝑡′, namely ҧ𝑙𝑡′ = 1/𝑡′ σ𝑡=1
𝑡′ 𝑙𝑡.

The smaller the average cumulative loss, the better. The average cumulative loss of our 
methods is comparable to the best of baseline methods on all datasets and are smaller 
than them on 8 datasets.

1. A new setting: feature evolvable streaming learning.  2. Key observation: in learning with streaming data, old features 
vanish and new ones occur. 3. We assume there is an overlapping period that contains samples from both feature spaces. 

Synthetic Datasets Reuter Datasets

Frame:  

1. FESL-c(ombination):  

2. FESL-s(election):  

• We assume there is a certain relationship 𝜓:ℝd2 → ℝd1

between the two feature spaces.

• We try to discover 𝜓 in the overlapping period and 
recover data in 𝑆1 such that the model 𝑤1,𝑇1, which 

operates in S1, can be used.

Both the two theorems implies that our two methods 
are comparable to the best predictor/classifier all the time.

The target of this paper is to address a
real-world problem of feature evolvable
streams.

1. A novel learning paradigm, named
Feature Evolvable Streaming Learning
(FESL), to model our problem;

The contributions of this paper include:

2. A novel application of online learning
techniques to solve FESL;

3. Empirical evaluations on both 
synthetic and real data sets.

2. Motivation 

In period 𝑇1, 𝑆1 is valid. At the end of 𝑇1, 
period 𝐵1 appears, where 𝑆1 is still 
accessible, but 𝑆2 is included; 

Then in 𝑇2, 𝑆1 vanishes, only 𝑆2 is valid but 
at the end of 𝑇2, period 𝐵2 appears where 
𝑆3 comes. 

However, the baseline suffers from two main deficiencies. 

• Then we propose two methods:
1. FESL-c, combining predictions with weights.
2. FESL-s, dynamically selecting the best one in each 

round.

1. Green sensors are 
spread first;

2. Blue sensors are 
spread before the 
green ones expire;

3. Green sensors expire, 
left blue ones alone.


